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PA,RT_A — (10 x 2 = 20 marks)

1. = The moment geheratiﬁg function of a random Var’iéble_ X is given by
M) = e3¢V, What is P[X = 0]?

2. An experiment succeeds twice as often as it falls Find the chance that in the
next 4 trials, there shall be at least one success.

3. Find the marginal density functions of X and Y if

floc,y)= g(“yz-)’ 0<x<1, 0<y<1

-0, otherwise

4. Find the acute angle between the two lines of regression, assuming the two
lines of regression. '

5.  Define a strictly stationary random process.

6. Prove that sum of two independent Poisson processes is again a Poisson
process.

7. Find the variance of the stationary process {X(¢)} whose auto correlatlon

function is given by R ( ) = 2 +4e7,

8.  Prove that for a WSS process {X ()}, Rxx (¢, + 7) is an even function of 7.
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. 9. Find the sy_s'tem Transfer function, if a Linear Time Invariant system has an
o I ER I
impulse function H(t) = § 2¢
B 0, |t]=¢

10. Define Band-Limited white noise.
~ PART B — (5 x 16 = 80 marks)

11. (a) @) If the probability density ~of X is given- . by
- ' 2(1 - x) for0<x <1,
flx)= { - o

0 otherwise _
evaluate E[(2X + 1)2]. ' o - (B)
(i) Find  MGF corresponding  to the _ distribution

le—H/Z 850 - o . '
fle)=<2 and hence find its mean and variance.(6)

find its _rth Moment. Hence

0 otherwise

(iii) Show that fdr the probability function

.- : —1—— x=1,23... ' o
p(x) =PX=x)=<x@+1) - E(X) does not exist. (4)
' c 0 otherwise '
Or

‘(b) - (i) Assume that the reduction of a person’s oxygen consumption during
- a period of Transcendental Meditation (T.M) is a continuous

random variable X normally distributed with mean 37.6 cc/mm and

S.D 4.6 cc/min. Determine the probability that during a period of -

T.M. a person’s oxygen consumption will be reduced by '

(1) atleast 44.5 cc/min
(2) utmost 35.0 ce/min , .
(3 anywhere from 30.0 to 40.0 cc/mm. O ®
(i) The random variable X has exponential distribﬁtidn with
_ : e¥, 0<x<eo
f'(x)=f(X)=f(x)={ e
: A : 0, othewise
Find the density funct_ion_ of the variable given by \
(1) Y=8X+5 : |
@ Y=x2 . g
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13.

(a)

(b) '_

(a)

(b)

(1)

(i)

The joint pdf of a tlwo—'dimen'sional random variable (X, Y) is given’
‘ 2

by flx,y)= xy” +%,O <x<20<y<1

Compute P(Y <.1/2), (X >1|Y <1/2)andP(X +Y <1). (8) .

If the independent random variables X and Y have the variances 36

‘and 16 _respectively, find the correlation coefficient between (X + Y)

and X - Y). - - ' (8)

Or

If X and Y are 1ndependent random Var1ab1es Wlth probab111ty densﬂ:y _
functlons f-X( ) 4e™ x> 0; fy (y) 20y 2.0 respectlvely

)

(i)

- (iid)

(@)

X

Fmd the density funct1on of U = V=X+Y. S an .
X+ Y A A

Are U and V independent? - S @

Whatis P(U>05)? . ' C®

The process {X(¢)} whose probability distribution unde_f certain

- condition is given by

PR @O=np={Lra? "
i)

@)

()

. / n-1
_(at) n=12.

A .
@ n=0

1+at

: Fmd the mean and variance of the process Is the process ﬁrst order
_stationary? : ' : (8)

If the WSS process {X(¢)} is given by X (¢) = 10 cos (100t + 8), where

'@ 'is uniformly distributed over(- 7, z), prove tha_t {X(t)} is

correlation ergodic. _ A (8)

Or.

. If the process {X (t);¢>0} is a 'Po.islson process with parameter A,
~ obtain P[X(t) = n].-Is the process first order stat1onary" (8)

Prove that a random telegraph signal processY (¢) = (xX (t) is a Wide

Sense Stationary Process when & is a trandom variable which 1is,

i’ndependent'of X(¢), assumes values —1 and + 1 with equal

probability and R (,,2,) = e 24478, S ®
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15. ()
(b)

G If X@) and {Y(t)} are- two random processes with auto correlatlon
function Ry (r)and Ryy (7)respectively — then  prove that‘

| Ry (7)< JRxx (0) Ryy ). Establish any two propert1es of auto
~correlation functlonRXX( ) ‘ (8)

(11) Find the power spectral dens1ty of the random process whose auto

~ff, forl <1

correlat1on Finction'is R(r)= - (8
‘ _— 0, , elsewhere :

£

. Or -

'State and prove Wiener Kl‘lintchine theorem and hence find the power
spectral density of a WSS process X(¢) which has an autocorrelation .
R, (7)=A,[L-|d/T],-T <t<T. | . . ae)

xXx

(i) . Show thatif the input {X(¢)} is a WSS process for a linear system’

~ then output {Y(2)) is a WSS process. Also find Ry (7). (8)

(i) If X(¢) is the input voltage to a circuit and Y(¢) is the output voltage.
{X@®)} is a stationary random process with ux =0

and Ry (7) ¢, Find the mean u, and power spectrum

Syy (@) of the output if the system transfer function is given by °

CH@)=—1—. A ®
|  + 2i : | T

.Or

G IEYQR) - Acosw,t + 6) + N(t) , where A is a constant, 6 is a

random variable with a uniform distribution in (= 7,7) and {N(®)} is

a band-limited Gaussia;ri white noise with power spectral

'. ~ ; No ferlw—w|<w' : .

densityS ww)=492 " 0 B Find the power
' -0, elsewhere ‘

" spectral dens1’cy {Y(¢)}. Assume that {N(¢)} and 9 are 1ndependent

| (10)
—_(ii) A system has an impulse responseh(t) = e Pt U(t), find the power

. speetréll density of the output Y(¢) corresponding to the input X(¢).(6)
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